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Abstract. Introduction. In the present era, high-precision quantitative biomechanical analysis of human motor actions is conducted by motion analysis
systems that employ both standard digital cameras and specialized high-speed cameras. Nevertheless, no studies have yet examined the characteristics
of contemporary motion capture systems from the perspectives of hardware and software. The objective of this study is to present an analytical
overview of the features of modern motion capture systems. The methodology employed in this study comprises a theoretical analysis, a systematic
and generalised synthesis of contemporary scientific and methodological literature, and an examination of Internet resources pertinent to the research
problem. As a result, the wide variety of motion capture systems can be classified according to several criteria, including those that use specialized
cameras and those that use standard cameras. In the domain of software, motion capture systems can be classified into two main categories: those
that offer qualitative, visual analysis of video clips (such as the ability to merge up to nine video clips into a single video clip or to create a single image
with multiple superimposed images of a movement), and those that provide quantitative parameters of motor action. Optical motion capture systems
that employ specialized cameras with passive and active motion capture markers facilitate high-precision, detailed biomechanical analysis, with
automatic marker identification based on professional software for 3D video motion analysis using up to 256 digital cameras with a resolution of up to
26 megapixels. The potential of motion analysis and modeling technologies, particularly those incorporating artificial intelligence, to automatically trace
the coordinates of human body points was considered. As a conclusion of this study, the capabilities of modern motion analysis systems were analyzed
depending on the hardware and software. Modern motion analysis systems allow obtaining quantitative and qualitative data on human movements in
an objective, informative and real-time manner. The plethora of contemporary motion analysis technologies enables precise evaluation and qualitative
examination of an athlete’s technique and motion patterns in both laboratory and field settings. The distinctive features of the BioVideo software for the
biomechanical analysis of human motor actions through the use of video recording frames from a standard camera were presented.
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IpuHa XmenbHuubKa, FeHHapiii Jlicenuyk, KoctaHTul boratupbos, leHHagiih XKuragno, Ceitnana Kpynens, Bonogumup 3anoino
0COBJINBOCTI CYYACHUX CUCTEM 3AXOMJIEHHSA PYXY

Anotauis. Betyn: CbOrogHi BUCOKOTOYHWIA KinbKiCHWA GioMexaHIiYHWIA aHania pyxoBWX [iii NMIOAMHU BUKOHYKOTb CUCTEMU aHanidy pyxie, ki
BWKOPUCTOBYIOTb SIK CTAHAAPTHI UMEPOBI Kamepu, Tak i cnewianiaoBaHi BUCOKOLWBUAKICHI kKamepu. [poTe AOCTiMKEHHS, L0 aHani3ytTb 0C06IMBOCTI
Cy4aCHMX CUCTEM 3aXO0MNMeHHs pPyXy 3 NOrAsAy anapaTHOro Ta NporpaMHOro 3abesneyeHHs, BiacyTHi. MeTa LOCNiMKEHHS: NPeACTaBUTY aHaNITUYHUIA
ornag 0Co6MNBOCTEN CY4aCHWX CMCTEM 3axonneHHs pyxy. MeTtoaw: TeOpeTWYHWA aHania, cucTemartu3auis Ta y3arafibHeHHS! Cy4aCHOi HayKoBO-
METOANYHOI NiTepatypu, IHTepHET-pecypciB. Pe3ynbtati: BEIMKY Pi3HOMAHITHICTb CUCTEM 3aXOMMEHHS pyxy MOXHA KnacuikyBati 3a Kinbkoma
KpUTepifimMmn, 30Kpema 3anexHo Bif anapaTHoro 3abe3neyqeHHs, Ha Taki, WO BMKOPUCTOBYIOTb CrewianidoBaHi Kamepw, i Taki, WO BUKOPUCTOBYHOTb
CTaHAapTHI Kamepu. 3a nNporpaMHUM 3a6e3MeYeHHSM CUCTEMI 3aXOMJEHHS PyXy NOLINANTLCA HA TakKi, WO 3a6e3nedyloTb AKICHUIA BidyanbHUM
aHani3 Bifieokninis (Hanpuknag, NoeaHy0Tb A0 AEB’ATW BifEOKNiNIB B OANH BifEOKNiN a0 CTBOPIOIOTb 0JHE 300PKEHHS 3 KiNlbKOMA HaknafeHumMn
300paXeHHAMY PyXy), Ta Taki, L0 3a6e3neyyloTb KiNbKiCHi napameTpu pyxoBoi Aii. CuCTEMN ONTUYHOTO 3axOMieHHs PyXy, LU0 BUKOPUCTOBYHOTb
crnewiani3oBaHi kamepy 3 NaCMBHUMM Ta aKTUBHUMN Mapkepamu, 3a6e3neyytoTb BUCOKOTOYHNIA AeTanbHUIA 6iOMEXaHi4HWA aHani3 3 aBTOMAaTU4HOI0
iAeHTUIKaLielo MapKepiB Ha OCHOBI NPOCECIAHOr0 MPOrpamMmHOro 3abesneyeHHs Ans aHanisy pyxy 3D-Bi4eo 3 BUKOPUCTAHHAM [0 256 umdpoBux
Kamep i3 po3AinbHOK 3AaTHICTIO [0 26 Meranikcenis. PO3rnsaHyToO TeXHONOriT aHanidy i MOAENtOBaHHS pyXy, 30KPeMa CUCTEMM LUTYYHOrO iHTENEKTY,
AKi aBTOMATUYHO BiACTEXYHOTb KOOPAMHATI TOYOK Tina NOANHN. BUCHOBKMW: NpOaHanisaoBaHo MOXIIMBOCTi Cy4aCHUX CUCTEM aHani3y pyxy 3anexHo Bij
anapartHoro Ta NporpamHoro 3abeaneveHHs. Cyy4acHi cMCTeMuM aHaniay pyxy AatoTb 3mMory 06’€KTUBHO, iH(DOPMATMBHO Ta B PEXWUMi PeanbHOro Yacy
OTPUMYBATK KiflbKIiCHi Ta IKICHI AaHi Npo pyxoBi Aii NtoAnHW. Pi3HOMAHITHICTb Cy4acHWX TeXHONOTI aHani3y pyxy fae 3MOry NpOBOANTY TOYHY OLHKY
Ta AKICHWIA aHani3 TEXHIKN PyX0BMX Al CNOPTCMEHA AK B YMOBaxX 1abopatopii, TaK i B NofboBUX yMoBax. [peAcTaBneHo 0co6MBOCTi NPOrpaMHOro
3a6e3neyeHHs BioVideo ansg 6ioMexaHiyHOro aHanisy pyxoBuX Al NIOAWHIA 3a BiAe0rpamoto 3i CTaHAapTHOI Kamepu.

Knro4oBi cnoBa: 6iomexaHiqHNiA aHani3, pyXxoBi dii NIOAMHN, MOAENOBaHHS, CMOPTUBHA TEXHIKA, LUTYYHNIA iIHTENEKT.

Introduction. Motion analysis systems are one of the lead-
ing areas of modern science [5, 14]. Motion capture is used to
record the human movement in real time and replicate it in a
virtual space generated digitally. Modern motion capture tech-
nologies are used in two main directions: the first — to measure
and process information about the characteristics of movements
(life sciences, human biomechanics & sports research, media
and entertainment and engineering), and the second — to create
movement models (robotics, virtual reality, animation) [4, 8, 20].
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Systematization, classification, analysis, and identification
of the main features of motion capture systems in biomechan-
ics is an urgent problem in the field of physical education and
sports, the solution of which will allow to expand the arsenal
of possible scientific research, as well as to raise their meth-
odological level. Understanding the possibilities of modern bi-
omechanical technologies also has practical implications sig-
nificance for physical culture and sports rehabilitation [5, 15].
However, no studies have yet analysed the features of modern
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motion capture systems from a hardware and software point
of view.

The research objective of this study is to present an an-
alytical overview of the features of modern motion capture
systems.

Material and methods. Theoretical analysis, systematiza-
tion and generalization of modern scientific and methodologi-
cal literature, Internet resources on the research problem. The
article was prepared based on the analysis of 57 references
and 27 Internet websites.

Results. The big variety of the motion capture systems is
possible to classify, in our opinion, by several criteria particu-
larly depending on hardware on those using the specialized
cameras and those using standard cameras. Under software
the motion capture systems may be the following: those which
provide the qualitative, visualized analysis of clips (for exam-
ple, mix up to nine video clips into one single video clip or
create a single image with several superimposed images of
a movement) and those systems which provide the quantita-
tive parameters of motor action (Figure 1). As a rule, the sys-
tems for the quantitative biomechanical analysis, work with
non-standard, but with specialized cameras.

Depending on number of used cameras which work is syn-
chronized, the biomechanical analysis can be carried out both
in two (2D) or three dimensions (3D).

Optical motion capture, which can also be referred to as
‘marker-based tracking’, uses a set of cameras to track the
coordinates of these markers to construct a detailed three-di-
mensional view of a moving subject.

Most motion capture systems use passive markers which
‘bounce’ light emitting from infrared light-emitting diodes
(LEDs) circled around the cameras’ lenses, while other marker
sets may use active LEDs, which instead give off their own

light. The brightness of these markers ensure that they are
the only images the cameras can pick up, rather than the test
subject or any background “noise”.

Passive markers are usually retro-reflective and spheri-
cal, making it easier for a computer to work out their central
points. When these central points are tracked by multiple cam-
eras from different angles, they can be triangulated to produce
3D coordinates of the motion being performed. The resulting
data can then be transposed onto a model or skeleton using
mocap software. Camera’s native speeds go up to 500 frames
per second (fps), and as high as 10 000 fps.

Capture synchronized event data from multiple sourc-
es that integrated with third-party systems. Wide range of
third-party equipment including multi-axis biomechanics force
plates, EMG systems, Kistler Force Platforms and, analog to
digital converters from 16 to 64 channels.

Optical motion capture systems using specialized cameras
with passive & active mocap markers provide high precision
detailed biomechanical analysis. For example, BTS Bioengi-
neering (Italy) motion capture system (https://www.btsbio-
engineering.com) with automatic identification of markers
produce professional software for 3D video-based motion
analysis up to 256 digital cameras with resolution up to 26
megapixel. General characteristic of BTS Bioengineering sys-
tem: accuracy <0.1mm. OptiTrack systems (USA) (https:/
optitrack.com/) typically produce less than 0.2 mm of meas-
urement error, even across large tracking areas—even of those
10,000 sq ft or more. In smaller measurement areas, Opti-
Track systems regularly produce errors of 0.1 mm or less [1].

Recently, more and more motion capture systems provide
the ability to perform biomechanical analysis using marker-
less technology. Innovative software complements optical
motion capture system with inertial sensors and tracks the

Optical Motion Analysis
Systems

using specialized cameras with passive

& active motion capture markers

using standard cameras

Hardware

3D high precizion detailed

— and/or

based on pattern recognition

biomechanical analysis using markers

2D analysis using markerless technology

Vizulized analysis (Stromotion,
Simulcam technologies)

Software

Figure 1. Classification scheme of motion analysis systems by hardware and software criteria
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coordinates of points by solving the problem of artificial in-
telligence (Al) — pattern recognition. Markerless tracking with
Contemplas software (Germany) (https://contemplas.com/)
brings markerless tracking to Vicon. Thanks to Contemp-
las’ Templo motion analysis software, it is possible to track
and analyse subject’s action in the lab, field, or pool. Such
systems can supported with popular programming technolo-
gies — MATLAB, Python, LabView, or use ProCalc, free built-in
application. To compute kinematical parameters, researcher
can either use a pre-defined biomechanical model (such as Vi-
con Plug-in Gait) or create own model using Python program-
ming language. Xcitex (USA) software (https:/www.xcitex.
com/) realize adaptive markerless feature tracking on different
scale — from insect biomechanics to ballistic flight dynamics.

Al technology of pattern recognition is realised in Real-
time Barbell Analyzer for Olympic Weightlifting (USA) (https://
www.senbodi.com/). This complex allows you to obtain
graphic and numerical characteristics of the movement struc-
ture of the “athlete-barbell” system on a PC immediately after
the video recording of the athlete’s movement actions: time
and rhythmic characteristics of the movement; extremes of
dynamic characteristics; force impulses in separate phases of
movement; calculation of derivative indicators (force gradi-
ents, various coefficients); performance indicators, capacity;
graphical representation of the dependence of force, speed,
trajectory of the bar on time, etc.

The possibility to urgently analyse the indicators of the
barbell lifting technique and compare them with the indicators
of the technique of previously performed lifting, which was
entered in the database, is especially important.

Realtime Barbell Analyzer also send information via Blue-
tooth to app on a smart phone. This technology has been used
by China National Weightlifting team for 3 years which won 7
gold medals in Tokyo Olympics 2021. Sensor data are cap-
tured at 100Hz. Video is at 120 or 240 fps.

Software development company Pixellot (Israel) (https://
www.pixellot.tv/) is a focused-on creation of automatic video
and analytics for the sports market. Here are some of the ways
Pixellot is using Al in soccer:

Automated Camera Control: Pixellot uses computer vision
algorithms to control cameras that capture the action on the
field. The cameras are programmed to track the ball, players,
and referees and adjust their position and angle automatically,
ensuring that the footage is always focused on the most im-
portant aspects of the game [6, 7].

Real-Time Game Analysis: Pixellot’s Al algorithms ana-
lyze the live footage to extract relevant data such as the po-
sition and movement of the players, ball possession, and
game events such as shots on goal and fouls. This data is
used to create real-time statistics and highlight reels that are
displayed during the game and shared with fans and coaches
after the game.

Automated Highlight Reels: Pixellot’s Al algorithms are
able to automatically create highlight reels from the game
footage, using advanced editing techniques such as object
detection and tracking, to identify key moments in the game
such as goals, saves, and fouls. These highlight reels can be
used for coaching, scouting, or for social media promotion.

Customized Viewing Experience: Pixellot’s Al algorithms
allow viewers to customize their viewing experience by
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selecting different camera angles or zooming in on specific
players or areas of the field. The algorithms can stitch together
footage from multiple cameras and create a seamless viewing
experience for the user.

Multi-angle 8K cameras capture every drill at once. Patent-
ed Clipper software cuts sessions into clips of specific plays
that can be reviewed and shared. Go panoramic for a full-field
view. Review clips on our sports video analysis app for coach-
ing on-the-fly. There’s a reason that clubs like FC Barcelona,
Bayern Munich and Real Madrid use Pixellot as their video
coaching platform of choice.

Swiss-based company Dartfish (Switzerland) (www.dart-
fish.com) provided the motion capture system using standard
cameras. Those cameras have a standard frame speed of 30
frames per second (fps) (NTSC) in North America and 25 fps
(PAL) in Europe. If the camera records 25 pictures every sec-
ond, one picture every 0.04 seconds.

Dartfish developed the SimulCam™ and by StroMotion™
technologies across industries such as sport, education,
and healthcare. SimulCam™ technology allows video from
multiple repetitions to be visually stitched into a single vid-
eo, making direct comparisons between athletes possible,
even when the camera is moving. StroMotion™ reveals the
evolution of movement and gives trainers visual evidence
of how the movement is performed from one stage to an-
other. The computer vision involves allows to receive ob-
jective data (score, time on ice, player on ice etc.). Dartfish
All-In-One Integrated Solution for Soccer — Filming, Coding
and Publishing in one includes: live and post game coding,
straight-forward graphical reporting, highlights publishing
and sharing.

Modern market of biomechanical analysis systems is pre-
sented by applications for assessing biogeometrical profile of
posture via photogrammetry techniques [2]. Al Posture Evalu-
ation and Correction System (APEC) (France) (https:/saneft-
ec.com/) offers posture evaluation in frontal & sagittal planes;
facial symmetry; Range of Motion (goniometer for custom an-
gles). Such software could use to correct and prevent postural
disorders though various exercises

The BioVideo software for the biomechanical video com-
puter analysis was developed by kinesiology department,
National University of Ukraine on Physical Education and
Sports. This software can use to produce the biokinematical
parameters of human motion: horizontal, vertical and the re-
sulting linear velocities of the centre of mass (CM) and joint
rotation centres; angular movement and angular velocities of
segments. The user can create own model of human body by
selection up to 100 points. A pre-defined model of the hu-
man support-motion apparatus consists of 20 points. This is
a 14-segment branched biokinematic chain, the coordinates
of the links of which, according to their geometric character-
istics, correspond to the coordinates of the position in space
of human body biolinks, and the reference points correspond
to the coordinates of the joint centres. The BioVideo software
consists of four modules: 1) construction module; 2) point’s
coordinates module; 3) calculation of motion characteristics
module; 4) biokinematic scheme of human motor action
module [10].

The initial data for BioVideo are frame files of 2D sin-
gle-plane video recording of a human’s motor action (BMP,
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DIB, WMF, EMF, GIF, JPG, JPEG formats). The user identifies
the coordinates of human body points on the recording frame.

The construction module creates the object’s scheme
model. Model may include the points of human body or his
separate segments. The calculation of human motor actions
characteristics module provides quantitative biomechanical
characteristics: kinematic and dynamic parameters of points,
joints, segments; energetical parameters (mechanical poten-
tial and kinetic energy and power) in any movement frame or
in phase analysis. The module of human motion biokinematic
scheme gives the opportunity to view the centers of mass-
es (CM) both human total body, and his separate bioparts
in every frame of motor action, to construct trajectories of
movement on each of the chosen points, of the CM segments
and of general centre of masses. As an example, the BioVideo
biokinematical scheme of the diagonal stride performed by a
highly skilled cross-country skier with hearing impairment [8]
is presented by Figure 2.

Discussion. The global 3D Motion Capture market size
was valued at USD 303.66 Million in 2023 and will reach USD
629.52 Million in 2030, with a CAGR of 12.92% during
2023-2030 (https://www.industryresearch.biz/). Majority of
powerful corporations for example as Vicon (United King-
dom) (https://www.vicon.com), Motion Analysis Corporation
(USA) (https://www.motionanalysis.com), Qualisys (Sweden)
(http://www.qualisys.se), have 30-40 years of experience in
the field of biomechanical research.

Nowadays the 3D Motion Capture technology is used
widely in different science areas: for gait analysis, sports bio-
mechanics, therapy, neuroscience, animation and robotics [5,
18]. 3D Motion capture market by types divided into following
segments: hardware, software, service. 3D Motion capture
market by applications divided into following segments: life
sciences, biomechanical research and rehabilitation, engi-
neering & ergonomics, education [4, 15, 19].

Our study presents the classification of motion analysis
systems according to hardware and software criteria.

As a rule, systems that can conduct quantitative biome-
chanical analysis work not with standard, but with specialized
cameras. Features of practically all modern motion analysis
systems using specialized cameras and markers are the high
acquisition of data in real time [14, 16]. The disadvantage of
these systems is that they work exclusively in the laboratory.
In case of application of motion analysis systems at competi-
tions, where the use of markers is impossible, the coordinates
of the points are recognized with the help of artificial intelli-
gence software by pattern recognition [3, 13, 21].

Many software products on motion analysis using stand-
ard cameras can be achieved on a mobile phone, personal
computer, or tablet [17].

As the analysis of a special literature has shown, now in
the market of motion capture systems there are not those sys-
tems which would work with standard video cameras and at
the same time provide the quantitative biomechanical charac-
teristics of human movement. The BioVideo software for the
biomechanical analysis has just those features [9, 10, 15].

The feature of BioVideo software is that one allows you to
perform an analysis of motor action based on video frames,
which can be produced at any speed allowed by the hardware,
since the user can set this speed programmatically (it is tak-
en into account in BioVideo when determining all quantitative
characteristics). In most movements, 25 fps are sufficient to
drive biomechanical analysis, when there is no need to ana-
lyse precise movements.

BioVideo modules determine not only kinematic, but also
dynamic characteristics of motor action. In BioVideo, dynam-
ic characteristics are determined in the same way as kine-
matic ones, using a videogram, which makes it possible to
control the athlete’s competitive activity. A distinctive feature
of BioVideo compared to existing motion analysis software
is that BioVideo provides for determining the biomechanical
characteristics of the CM of biolinks and the GC of the hu-
man’s entire body, as well as performing a phase analysis of
motor action [8, 11, 12].

Phase I Phase 11

|
Phase III Phase IV Phase V

Figure 2. The biokinematical scheme of a highly skilled cross-country skier with hearing impairment in phases of diagonal
stride: phase | - a free unidirectional glide on the left ski, phase Il - gliding with the straightening of the support (left) leg
in the knee joint, phase Il - gliding with the sinking on the left foot, phase IV - gliding with a squat on the supporting leg
and phase V - repulsion with the straightening of the pushing (left) leg
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BioVideo modules determine not only kinematic, but also
dynamic characteristics of motor action. While most of the bi-
omechanical analysis systems provide the dynamic character-
istics based on the data from force plates, the dynamic char-
acteristics with BioVideo are also defined as well as kinematic
under the motion capture in sports and physical rehabilitation.

Most video computer analysers are expensive products.
Over the past 20 years, there has been a trend towards an
increase in the share of software in the total cost of motion
analysis systems compared to the first motion analysis sys-
tems, in which the main cost was hardware. Taxes and addi-
tional charges vary according to user’s country of residence.
In this regard, BioVideo software is of undoubted value as free
tool for analysing motor action from video frames recording
by standard camera.

Conclusions

1. A classification scheme for motion analysis systems has
been developed according to the hardware and software criteria.

2. The capabilities of the modern motion analysis sys-
tems depending on the hardware and software were analyzed.
Modern motion analysis systems allow to obtain quantitative
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and qualitative data on the human motor actions objectively,
informatively and in real time. The variety of modern motion
analysis technologies allows for accurate assessment and
qualitative analysis of a human movement both in the condi-
tions of laboratories and fields.

3. The distinctive features of BioVideo software for bio-
mechanical analysis of human motor actions by video frames
from a standard camera were presented.

Prospects for further research are in the analysis and gen-
eralization of artificial intelligence systems which are used for
modelling in sports and physical culture & rehabilitation.

Conflicts of interest. The authors declared no potential
conflicts of interest with respect to the research, authorship,
and publication of this article.

Authors’ Contribution. /rene Khmelnitska — Study design,
Data collection, Statistical analysis, Manuscript Preparation;
Gennadii Lisenchuk — Study design, Data collection, Manu-
script Preparation; Konstantin Bogatyrev — Study design, Data
collection, Statistical analysis; Gennadii Zhigadlo — Data col-
lection, Statistical analysis; Svitlana Krupenya — Data collec-
tion, Statistical analysis; Volodymir Zaloylo — Data collection.

LITERATURE

1. Aurand Alexander M, Dufour Jonathan S, Marras William S. Accuracy map of an optical motion capture system with 42 or 21 cameras in a large
measurement volume. Journal of Biomechanics, Volume 58, 2017, Pages 237-240, ISSN 0021-9290, https://doi.org/10.1016/j.jbiomech.2017.05.006
2. Cao Z, Hidalgo G, Simon T, Wei SE, Sheikh Y. OpenPose: Realtime Multi-Person 2D Pose Estimation Using Part Affinity Fields. IEEE Trans Pattern Anal

Mach Intell. 2021;43(1):172-86. https://doi.org/10.1109/TPAMI.2019.2929257

3. Colyer S, Evans M, Cosker DP, Salo AIT. A Review of the Evolution of Vision-Based Motion Analysis and the Integration of Advanced Computer Vision
Methods Towards Developing a Markerless System. Sports Med Open. 2018;5(4):24. https://doi.org/10.1186/s40798-018-0139-y

4. Durve |, Ghuge S, Patil S, Kalbande D. Machine Learning Approach for Physiotherapy Assessment. 2019 International Conference on Advances in
Computing, Communication and Control (ICAC3); 2019. p. 1-5. https://doi.org/10.1109/icac347590.2019.90367

5. Fernandez-Gonzalez P, Koutsou A, Cuesta-Gémez A, Carratala-Tejada M, Miangolarra-Page JC, Molina-Rueda F. Reliability of Kinovea® Software and
Agreement with a Three-Dimensional Motion System for Gait Analysis in Healthy Subjects. Sensors. 2020;20(11):3154. https://doi.org/10.3390/s20113154

6. Gyemi DL, Andrews DM, Jadischke R (2021) Three-dimensional video analysis of helmet-to-ground impacts in North American youth football. J Biomech

125:110587. https://doi.org/10.1016/j.jbiomech.2021.110587

7. Gyemi, DL, Jadischke, R & Andrews, DM. Validation of a multi-camera videogrammetry approach for quantifying helmet impact velocity in football. Sports

Eng 26, 31 (2023). https://doi.org/10.1007/s12283-023-00423-7

8. Imas Y, Khmelnitska |, Khurtyk D, Korobeynikov G, Spivak M, Kovtun V. Neural network modelling of diagonal stride technique of highly qualified skiers
with hearing impairments. Journal of Physical Education and Sport ® (JPES), 18 Supplement issue 2, Art 181, pp. 1217 — 1222, 2018 online ISSN: 2247 — 806X;
p-ISSN: 2247 — 8051; ISSN — L = 2247 — 8051 © JPES, https://doi.org/10.7752/jpes.2018.s2181

9. Kashuba V, Khmelnitska I, Krupenya S. Biomechanical analysis of skilled female gymnasts’ technique in «round-off, flic-flac» type on the vault table.
Journal of Physical Education and Sport (JPES), 12(4). 2012, 431-435. https://doi.org/10.7752/jpes.2012.04064

10. Kashuba VA, Khmelnitskaya IV. Software for the Biomechanical Analysis of High Skilled Athlete’s Motor Actions. 4 th Intern. Scient. Conference on
Kinesiology «Science and Profession — Challenge for the Future». Opatija, Croatia. Sept. 7-11, 2005. P. 855-857.

11. Khmelnitska I, Lisenchuk G, Leleka V, Boretska N, Krupenya S, Danko G. Biomechanical control of motor function of junior schoolchildren with hearing
impairment. Journal of Physical Education and Sport ® (JPES), Vol. 21 (4), Art 228, pp. 1806-1813, June 2021 online ISSN: 2247 — 806X; p-ISSN: 2247 — 8051;

ISSN — L = 2247 — 8051 © JPES. https://doi.org/10.7752/jpes.2021.04228

12. Kholodov S, Kashuba V, Khmelnitska V, Grygus |, Asauliuk |, Krupenya S. Model biomechanical characteristics of child’s walking during primary school
age. Journal of Physical Education and Sport ® (JPES), Vol 21 (Suppl. issue 5), Art 380 pp. 2857 — 2863, Oct 2021. online ISSN: 2247 — 806X; p-ISSN: 2247 —

8051; ISSN — L = 2247 — 8051 © JPES. https://D0I:10.7752/jpes.2021.s5380

13. Kidzinski L, Yang B, Lee Hicks J, Rajagopal A, Delp SL, Schwartz MH, et al. Deep neural networks enable quantitative movement analysis using single-
camera videos. Nat Commun. 2020;11(1):4054. https:/doi.org/10.1038/s41467-020-17807-z
14. Kozak |, Zhyrnov 0. Modern trends in biomechanical technologies in sports. Theory and Methods of Physical education and sports. 2023; 4: 20-26.

https://doi.org/10.32652/tmfvs.2023.4.20-26 [in Ukrainian]

15. Lisenchuk G, Khmelnitska I, Adyrkhaeva L, Krupenya S, Lysenchuk S. Diagnostics of human motor function in physical rehabilitation. Theory and
Methods of Physical education and sports. 2020; 1: 42-48. https://doi.org/10.32652/tmfvs.2020.1.42-48

16. Lyu Bin, Smith Lloyd, and Kensrud Jeff. A novel method to create long capture volumes for video tracking. Proceedings of the Institution of Mechanical
Engineers, Part P: Journal of Sports Engineering and Technology. https://doi.org/10.1177/17543371221099369

17. Moral-Munoz JA, Zhang W, Cobo MJ, Herrera-Viedma E, Kaber DB. Smartphone-based systems for physical rehabilitation applications: A systematic
review. Assist Technol. 2021;33(4):223-36. https://doi.org/10.1080/10400435.2019.1611676

18. Nor Adnan NM, Ab Patar MNA, Lee H, Yamamoto SI, Jong-Young L, Mahmud J. Biomechanical analysis using Kinovea for sports application. I0OP Conf
Ser Mater Sci Eng. 2018;342:012097. https://doi.org/10.1088/1757-899x/342/1/012097

19. Nunes Jodo F, Moreira Pedro M, Tavares Jodo Manuel RS. Human Motion Analysis and Simulation Tools: A Survey: Handbook of Research on
Computational Simulation and Modelling in Engineering. 2016. Pages: 30. https://doi.org/10.4018/978-1-4666-8823-0.ch012

20. Schofield S, Bainbridge-Smith A, Green R. An improved semi-synthetic approach for creating visual-inertial odometry datasets. Graphical Models,

Volume 126, April 2023, 101172. https://doi.org/10.1016/j.gmod.2023.101172

21. Tack C. Artificial intelligence and machine learning applications in musculoskeletal physiotherapy. Musculoskelet Sci Pract. 2019; 39:164-9. https://

doi.org/10.1016/j.msksp.2018.11.012




SPORT SCIENCE SPECTRUM

HayKoBO-TEOpeTUYHUIN >KypHan

IH®OPMALLIA NPO ABTOPIB

XmenbHuubka IpuHa BanepiisHa https://orcid.org/0000-0003-0141-3301, khmeln.irene@gmail.com
HavjioHanbHUM YHiIBEPCUTET (ISUYHOTO BUXOBAHHS | CNOPTY YKpaiHu,

Byn. ®iskynetypu, 1, M. Knis, 03680, YkpaiHa

Nicenuyk l'ennapii Avatoniiosuy http://orcid.org/0000-0002-7788-9050, gennadii.lisenchuk@gmail.com
MukonaiBCbKWii HaLioHanbHNIA yHiBepcUTET iMeHi B.O. CyXOMIMHCLKOrO,

By/. Hikonbcbka, 24, M. Mukonais, 54030, YkpaiHa

boratupbos Koctantun OnekcanapoBuy https://orcid.org/0000-0001-7559-4382, konstantinbogatirev46@gmail.com
[1iBAEHHOYKPAIHCHKMNIA HaLliOHANbHIUIA NeaaroriYHni yHisepcuteT iMeHi K.[. YiimHebKoro,

Byn. CtaponopTodpaHkiscbka, 26, M. Ogeca, 65020, YkpaiHa

Xwuraano lennapin bicnasosuy https://orcid.org/0000-0002-8182-6001, szhygadlo@ukr.net
HOpHOMOPCHKMIA HaLLiOHANbHUIA YHiBEpCUTET iMeHi MeTpa Morunu,

By/. 68 [ecaHtHukis, 10, M. Mukonais, 54000, YkpaiHa

Kpynens Csitnana BacunisHa https://orcid.org/0000-0001-7888-1133, svetboock@ukr.net

YHiBepcuTeT [lepxxasHoi hickanbHoi cryxou YkpaiHu,

BYI. YHiBEpcUTeTCbKA, 31, M. IpniHb, 08200, YkpaiHa

3anoiino Bonogumup Bacunbosuu https://orcid.org/0000-0003-3374-7752, vladymir.zaloilo@gmail.com
HavjioHanbHUM yHiIBEPCUTET (ISUYHOTO BUXOBAHHS | CNOPTY YKpaiHu,

Byn. ®iskynetypu, 1, M. Knis, 03680, YkpaiHa

INFORMATION ABOUT THE AUTHORS

Khmelnitska Irene https://orcid.org/0000-0003-0141-3301, khmeln.irene@gmail.com
National University of Ukraine on Physical Education and Sport,

Fizkul'tury str., 1, Kyiv, 03150, Ukraine

Lisenchuk Gennadii http://orcid.org/0000-0002-7788-9050, gennadii.lisenchuk@gmail.com
V.0. Sukhomlynsky National University of Mykolayiv,

Nikolska st., 24, Mykolayiv, 54030, Ukraine

Bogatyrev Konstantin https://orcid.org/0000-0001-7559-4382, konstantinbogatirev46@gmail.com
South Ukrainian National Pedagogical University named after K.D. Ushynsky,
Staroportofrankivska str., 26, Odesa, 65020, Ukraine

Zhigadlo Gennadii https://orcid.org/0000-0002-8182-6001, szhygadlo@ukr.net

Petro Mohyla Black Sea National University,

68 Desantnykiv str., 10, Mykolaiv, 54000, Ukraine

Krupenya Svitlana https://orcid.org/0000-0001-7888-1133, svetboock@ukr.net

University of the State Fiscal Service of Ukraine,

Universitetska str., 31, Irpin, 08200, Ukraine

Zaloylo Volodymir https://orcid.org/0000-0003-3374-7752, vladymir.zaloilo@gmail.com
National University of Ukraine on Physical Education and Sport,

Fizkul'tury str., 1, Kyiv, 03150, Ukraine

19




